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Abstract

Modern machine learning methods are increasingly powerful and opaque. This opaqueness is a concern across a variety of domains in which algorithms are making important decisions that should be scrutable. The explainability of machine learning systems is therefore of increasing interest. We propose an explanation-by-examples approach that builds on our recent research in Bayesian teaching in which we aim to select a small subset of the data that would lead the learner to similar conclusions as the entire dataset. We discuss this approach, explicating several key advantages. First, the ability to cover any model with a probabilistic interpretation including supervised, unsupervised, and reinforcement learning (including deep learning). Second, we discuss the empirical foundations of this approach in the cognitive science of learning from other agents. Third, we outline challenges to full realization of the promise of this approach. We conclude by discussing implications for machine learning and applications to real-world problems.

1 Introduction

Recent advances in machine learning have yielded remarkable gains in performance on important, hard learning problems. For instance, algorithms have recently shown remarkable success at learning to play ATARI games [1], automatically categorizing images [2], and even beating champions at the game of Go [3]. These machine learning methods are often built upon clever inference methods applied to models that posit enormous numbers of latent variables (e.g., on the order of 20,000 nodes for AlphaGo [4]). While the flexibility provided by these vast pools of latent variables allows these models to fit an enormous array of possible data, they also yield complex interdependence amongst the variables that renders the model inference difficult to interpret.

The opaqueness of the models is addressed in practice through a collection of ad hoc methods that attempt to coax understanding. These methods fall into a variety of categories. The first group are methods that are applied to otherwise opaque models. These include a host of techniques for visualizing layers of neural networks [5, 6] and automatic generation of text or captions to explain specific predictions in circumscribed domains [7, 8, 9]. A second group comprises machine learning models that are explicitly designed to be explainable by adopting structured, symbolic representations [e.g. 10], sometimes in combination with probabilistic inference [e.g. 11]. A third group treats the
behavior of the machine learning model as the target of training through optimizing the prediction of the model’s output behavior in response to different inputs [e.g.12]. A fourth group is to rely on technical experts to explain the model.

These existing methods for understanding the results of machine learning models have critical limitations. Ad hoc application of machine learning tools or visualizations may yield insights about the original model; however, it does not inform us about when to apply different methods or when or why we would expect these methods to mislead or fail. Approaches that are tailored to specific use cases, such as text generation, fail to provide the general principles that guide programmatic development of explainable AI. For many symbolic models, while the individual symbolic components may be interpretable, navigating through their interactions can be difficult. Moreover, inference in these models often yield a distribution over structures and distributions that do not avail themselves to explainability. Also, any approach which relies on human technical experts to explain results to human domain experts faces bottlenecks due to the limited number and high cost of such technical expertise. Moreover, the degree to which technical experts understand their own models is open to debate in light of recent demonstrations of the failure modes of popular models [13][14].

A common theme of the first three groups of approaches is to use interpretable machine learning to explain opaque machine learning. These approaches avoid the core problem of understanding how learning and explanation are related. We argue that this relationship can be revealed by thinking of explanation as the inverse of modeling, presenting domain (but not necessarily technical) experts with the most relevant data for training the model. This view relies on the two fundamental observations that all machine learning models is trained on data and that data is the natural common language between a user and any model. While explanation by examples alone do not capture the breadth of what philosophers and cognitive scientists may mean by explanation [15], it does provide a powerful subset that harnesses people’s proclivities toward inductive inference. In light of this, we propose that Bayesian teaching, a method that samples example data to teach a model’s inferences, is a general, model-agnostic way to explain a broad class of machine learning models. In the following sections, we will introduce Bayesian teaching along with the scope of its application (Section 2), present empirical support of the method (Section 3), raise challenges that will broaden, increase, and validate its utility (Section 4), discuss its relation to other works (Section 5), and make some concluding remarks (Section 6).

2 Bayesian teaching

Using examples as explanations is ubiquitous. Humans have the ability to induce principles and understandings from a few examples [16]. Thus, Bayesian teaching, an explanation-by-example method at heart, can help users understand the model in a general way and implicitly support user decisions on all levels, from those based on the model’s individual decisions, to those based on conditions under which the model succeeds and fails. Furthermore, Bayesian teaching has its root in cognitive science and was developed to understand human inference in interactive settings [17][18]. The chosen examples have been shown to match what humans find representative of the underlying generative process [19]. We have also shown how the chosen examples facilitate and explain human learning [20][21]. As such, this framework fits well with the human-machine interaction inherent in explainable artificial intelligence, as explanation typically requires back-and-forth communication between the explainer and explainee.

In Bayesian teaching, the teaching problem is formalized as selecting a small subset of the data that will, with high probability, lead a learner model to the correct inference. The framework can be applied to any probabilistic model, and it uses whatever training data is input to the learning model. The equation for Bayesian teaching is [17][22]

\[
P_T(x|\Theta) = \frac{P_L(\Theta|x)P(x)}{\int_{x'} P_L(\Theta|x')P(x')dx'},
\]

where \( x \) can be any subset of the training data; \( \Theta \) denotes the target model, which can be an entire model or particular substructures, such as latent features, relations, grammars, programs, or combinations of these; \( P_T(x|\Theta) \) is the probability of choosing \( x \) as the teaching examples for explaining target model \( \Theta \); \( P_L(\Theta|x) \) is the learner’s posterior inference after receiving \( x \); \( P(x) \) describes the bias for certain kind of examples (e.g., favoring smaller subsets); and the integral is
over all partitions of the training data (i.e., if the size of $x$ is $m$ and the size of the entire training corpus is $N$, there are $N\text{-choose-}m$ partitions).

2.1 Characterization of the scope of explainable models and problems

Bayesian teaching can be applied to any model that can be cast as Bayesian inference. One can characterize the scope of these models based on the way that they are typically introduced. This characterization carves the scope into three types of model: (1) all generative models, for which the probabilities on data and model variables are explicitly defined; (2) models that are first introduced in a decision-theoretic framework with loss functions, which were later interpreted as negative log likelihood and negative log prior; and (3) non-Bayesian models that are extended to become Bayesian. Thus, the scope of Bayesian models is comprehensive [cf. 23] and covers all areas of machine learning.

Below, we survey the problem areas of supervised, unsupervised, reinforcement, and deep learning, first describing what $x$ and $\Theta$ corresponds to, then providing notable examples of each of the three types of models mentioned in the previous paragraph. Note that deep learning is really a class of models rather than a problem area; however, we will treat it as a separate branch of machine learning because it is currently the dominant approach, as well as arguably the most opaque class of models.

For supervised learning, the $x$ in Eq. 1 is examples and labels, and the $\Theta$ is typically the weights that determined the shape of the regression function or the classification boundary. A powerful and expanding class of supervised generative models is those based on Gaussian process [24]. Discriminative models are usually defined by a loss function. Interestingly, almost all of them turn out to have a Bayesian interpretation, including the popular support vector machine [25, 26]. Bayesian adaptive regression trees [27] and Mondrian forests [28] can be considered as Bayesian version of random forests, a popular black-box model that does not have clear Bayesian interpretation because of its algorithmically based development.

For unsupervised learning, $x$ is the examples, and $\Theta$ is typically the latent structures, such as the parameters of the hidden mixtures in clustering, topics in models of text semantics, and states and transition matrix in time-series analysis. Models based on the Dirichlet process, such as infinite Gaussian mixture models [29] and latent Dirichlet allocation [30], form a powerful and expanding class of generative models. Principle component analysis is an example of the second type where the probabilistic interpretation is discovered many years after its introduction [31]. Probabilistic latent semantic analysis [32] and probabilistic matrix factorization [33] are examples of probabilistic versions of popular, non-Bayesian models useful for recommender systems.

For reinforcement learning, $x$ is taken from the history of the actions, observations (or states visited), and rewards experienced by the agent, and $\Theta$ is the learned policy and the learned model of the world. Reinforcement learning algorithms come in two flavors: model-based and model-free. On the side of model-based learning, the problem of finding an optimal policy has a Bayesian interpretation and can be translated exactly into a Bayesian inference problem in both deterministic and partially-observable Markov-decision process settings [34, 35]. The translation is done by constructing a generative model for the world model under consideration. On the model-free side, two popular, non-Bayesian algorithms for policy improvement—temporal difference and State-Action-Reward-State-Action algorithm—have been made Bayesian by putting a Gaussian-process prior on state-action values [36]. These are examples of the third type.

For deep learning, $x$ is again the training examples, and $\Theta$ is the weights of deep network. Three well-known generative deep models are deep belief network [37], deep Boltzmann machines [38], and deep Gaussian process [39]. Two well-known discriminative deep models are deep convolutional and recurrent neural networks [40]. They are currently the best machine learning algorithms for many supervised learning tasks. Recent work has shown how the modern way of training these deep networks relates to performing variational approximation for deep Gaussian process, shedding light on their Bayesian interpretation [41]. The implications is that a fully Bayesian way of training deep Gaussian process will make it the Bayesian extension of these deep networks. Such training has recently seen a big breakthrough and has allowed deep Gaussian process to be applied to large-scale regression problems for the first time [42].

In summary, the scope of Bayesian models is extensive and covers all areas of machine learning. Furthermore, Bayesian models are expanding quickly in not only machine learning, but also in
neuroscience and cognitive science. Since Bayesian teaching is applicable to any model that can be cast Bayesian, it will have far-reaching impact in advancing explainable artificial intelligence.

3 Empirical support

The Bayesian teaching approach is rooted in the cognitive science of teaching and learning. The cognitive science literature has investigated this approach under the banner of pedagogical reasoning. [17] investigated teaching and learning in a simple rule-based concept learning setting in which concepts were axis-aligned rectangles on a game board and examples were points labeled as inside or outside the true concept [cf. 43]. They found that participant’s choices of examples when teaching, and inferences about concepts when learning, were well characterized by a model that assumed mutual cooperation [17]. [18] extended this research to explore human teaching and learning of prototype categories (Gaussian distributions; [cf. 19]) and causal networks. [44] found that children, after learning from a knowledgeable and helpful informant, showed reduced exploratory play, as was predicted if they assumed the examples were selected to teach [see also 45], a pattern that was not observed after learning from a naive informant. This work focused on a model predicated on cooperation between the teacher and the learner, formalized as a recursive reasoning between the teacher and learner.

The Bayesian teaching approach described in Section 2 is a one-step approximation of the pedagogical reasoning model described in [17, 18]. [19] proposed a similar formalism to characterize people’s judgments of representativeness of examples with respect to a category. This model considered categories individually, modeled as Gaussian distributions in a multidimensional similarity space. Similar approaches has been adopted in the language literature to explain modifications in the grammatical structure of language input to children [46], and capture the effects of pragmatics on speakers and listeners [47].

From a modeling perspective, Bayesian teaching requires computing the marginal likelihood of every candidate subset of data. For this reason, the empirical work described above has been largely contained to highly circumscribed contexts with simple stimuli and concepts. Scaling models beyond these simple contexts to more realistic problems of the kind one would encounter when explaining machine learning models is a challenging computational problem. We have begun to address this problem by leveraging Markov Chain Monte Carlo (MCMC) techniques to approximate the marginal likelihood via sequential importance sampling [21, 22]. The approach is general and scalable and has been applied to infinite Gaussian mixture model (IGMM) for unsupervised clustering problems [21] and to latent Dirichlet allocation (LDA) for topic modelling [22].

In [21], we investigated infant-directed speech—the curious manner in which we talk to infants—as optimal input examples for teaching phonetic categories of the language. Previous results had shown a confusing pattern of results: whereas the space occupied by vowel categories increased in infant-directed speech, some vowel categories actually get closer together and some increase in (co)variance. While the first feature would seemingly make learning vowel categories easier, the others do not seem consistent with that possibility. We modelled infant’s clustering of phonetic sounds as an IGMM and applied Bayesian teaching to select sounds that best help the infant learn to infer the phonetic categories found in adult speech. We showed that the sounds selected by this approach are consistent with infant-directed speech. This consistency suggests that infant-directed speech may be a means of teaching infants about the adult language, and that Bayesian teaching aligns with human behavior in a complex, real-world domain.

In [20], we developed a pipeline that automated the quantification, analysis, and presentation of data to teach naive human users about novel statistical patterns in data. This pipeline took in a corpus of images, automatically inferred visual categories from the corpus using IGMM, and applied Bayesian teaching to output a small set of images as the best summary to explain the extracted categories. Naive human learners (on MTurk) who saw these teaching examples performed better in a categorization task (i.e. more accurately inferred model’s categories) than those who, for example, saw the highest likelihood examples. This result suggests that Bayesian teaching can help naive human users to make better predictions about a model’s behavior.

In summary, Bayesian teaching has been shown to match the way human teach human in a variety of perceptual and cognitive domains. When used as an automatic summarizing tool, it has been shown
to push human’s judgment to align with those of machine learning models. These results are evidence that Bayesian teaching can be used to transmit the knowledge of a machine learning model to human.

4 Challenges

Although there have been some advances in making Bayesian teaching more general and scalable as discussed in the previous section, there remains many challenges for making Bayesian teaching a general and useful tool for explaining artificial intelligence. In this section, we list what we feel are the essential challenges.

4.1 Model expressivity

The first challenge is to extend Bayesian teaching to a broader collection of models as well as more expressive models such as deep Gaussian processes models. One general approach toward this goal is to integrate Bayesian teaching with probabilistic programming. The two main, practical benefits of probabilistic programming are that inference is largely automated once the model to infer is specified and that complex models are typically much easier to specify. Such integration makes Bayesian teaching a general procedure, just like inference, to automate the example selection process. Of course, general-purpose approximations that are both efficient and accurate is a challenging problem, but recent headway in the machine learning literature may suggest fruitful approaches [e.g. 48].

4.2 Explanation expressivity

The second challenge is to make Bayesian teaching capable of selecting multiple examples that condition on the model’s substructures. Providing sets of examples will allow the users to leverage comparison and diversity of the examples to understand inferences about complexity and uncertainty. Conditioning on model substructures will allow the users to tease apart the explanatory role of different aspects of the model by decomposing the model’s behavior based on the model’s substructure. This is useful because model substructures appear across modeling frameworks. In the graphical model framework, a model substructure is any inferred variable. Similarly, in the probabilistic programming framework, a model substructure is any function that contains inferred variables. In deep learning, a model substructure is any hidden layer.

The main technical difficulty is that the number of partitions, or the number of ways $x$ can be chosen, grows combinatorially with the size of $x$. This implies two problems: first, one will need to compute the numerator in Eq. 1 many more times; second, the space of $x$ to explore expands drastically. A first line of attack may involve using a combination of variational inference [49], advanced MCMC methods [50, 51, 52], and active learning [53]. As another route, there are promising paths for tractable inference which considers subclasses of models that have geometric [54] and topological [55] properties that can be exploited to provide efficient, approximate inference.

4.3 Interface and evaluation

Explanation is rarely a one-shot event but typically an interactive process between the explainer and explainee. Thus, an effective interface is inherently a part of the problem of explanation. A good interface may want to provide the following two aspects of functionality: first, a visualization of the summary of the training data that accommodates a broad array of data types, including numerical (continuous and categorical), text, images, and video; and second, an interactive interface to query additional examples conditioned on user-chosen aspects of the model’s substructure and to submit user-curated examples to elicit model predictions. This functionality will allow users to interactively explore the model and its component parts, as a means of understanding the relatively roles of different aspects of the model with respect to different aspects of the data.

Because the goal of explainable artificial intelligence is to enhance human understanding, empirical evaluation of the framework with human experiment is essential. Following [56], we suggest that evaluation should be done to test whether explanations can help user: 1) predict the model’s predictions, 2) understand why the model makes predictions the way they do, 3) understand when the model would fail, 4) develop trust towards the model, and 5) know how to correct the model. Toward these goals, it would be useful to leverage research in the cognitive science literature, which has
developed a rich set of methods for assessing the structure of people’s concepts and their implications for future learning. A potential challenge is that the cognitive science literature has mainly focused on highly controlled settings, while the goal of explainable machine learning is inherently about real-world data. This raises questions about how to assess the efficacy of an explanation or a system that provides explanations when there may not be a ground truth. Two possibilities are to consider whether specific explanations do or do not support identification of similar cases, and, for the purposes of testing, to modify the data to ask whether system-level explanations facilitate the discovery of these induced errors.

5 Related work

The connection that we have drawn between teaching models and explainable artificial intelligence has far-reaching implications in that any teaching model that transmits knowledge through data can in principle be used for generating explanation. In this section, we mention several kinds of these teaching models, including Machine Teaching, coresets, algorithmic teaching, and inverse reinforcement learning.

Machine teaching is typically framed as an optimization problem where the loss function comprises of a term for how well the data selected will induce the target model and another term on the effort required to select those data [57]. It has been successfully applied to Bayesian learning models in the exponential family [58] and has guarantees for linear learning models [59]. It differs from Bayesian teaching in that it aims to deterministically select the best examples.

The method of coresets has its roots in computational geometry [60, 61]. Like machine teaching, it also involves a loss function that takes the data selected and target model as inputs, but instead of optimizing the data selection, any dataset within a tolerance loss level is considered a coreset. Coresets has been applied to many learning models, including large-scale dimension reduction [62] and mixture models [63] (see [61] for a recent review). It differs from Bayesian teaching mainly in its framing, but its construction is often done by sampling as well.

Algorithmic teaching is focused on a theoretical perspective that has roots in the algorithmic learning literature. These approaches focus on identifying teaching sets, which are sets of examples that rule out all concepts other than the target [64, 65]. Algorithmic teaching has mainly been focused on concept learnability and quantifying the example-based complexity of learning via teaching dimension [66]. It differs from Bayesian teaching in focusing on theoretical results and in the deterministic nature of the models.

Recent research has also leveraged inverse reinforcement learning (IRL) to address educational issues. For example, recent research has investigated performance of IRL-based approaches to guiding inquiry [67] and to personalization [68]. More recent research has developed approaches that model learner’s beliefs by forming policies over actions that include providing data and quizzing the learner [69]. These approaches differ in their focus on education and in adopting a planning perspective.

6 Conclusion

The development of new, more-opaque machine learning methods has led to revolutionary advances in learning, but at the cost of explainability. This paper argues that Bayesian teaching is a way to remove the current tension between powerful learning and explainability. The Bayesian teaching approach explicitly builds from foundational results in cognitive science. It leverages the natural common language for understanding model behavior—the data—to explain opaque models through the examples from the original data that are most representative of the inference. In doing so, it integrates learning and explanation by taking the learning model as input into the explanation process, and outputs an explanation in terms of the examples from the original data.

Because the approach is phrased in the language of probabilistic inference, the explanation applies to any model that can be cast as Bayesian inference, which covers many of the most influential classes of machine learning models including deep learning, generative and discriminative approaches, and probabilistic programs. Furthermore, it is model-agnostic in nature and hence a very general approach. It takes the model together with the data as the object to be understood, and by formalizing explanation as teaching examples, the explanations become model-free, and thus no special modeling
expertise is required to understand the explanation that was not already required to understand the data. Such model-free explanation by examples is a key strength which may significantly increase the usefulness of machine learning methods.
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